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ABSTRACT:

Complex activity modeling and identification of anomaly is one of the most interesting and desired capabilities for automated video behavior analysis. A number of different approaches have been proposed in the past to tackle this problem. There are two main challenges for activity modeling and anomaly detection: 1) most existing approaches require sufficient data and supervision for learning; 2) the most interesting abnormal activities arise rarely and are ambiguous among typical activities, i.e. hard to be precisely defined. In this paper, we propose a novel approach to model complex activities and detect anomalies by using non-parametric Gaussian Process (GP) models in a crowded and complicated traffic scene. In comparison with parametric models such as HMM, GP models are non-parametric and have their advantages. Our GP models exploit implicit spatial-temporal dependence among local activity patterns. The learned GP regression models give a probabilistic prediction of regional activities at next time interval based on observations at present. An anomaly will be detected by comparing the actual observations with the prediction at real time. We verify the effectiveness and robustness of the proposed model on the QMUL Junction Dataset. Furthermore, we provide a publicly available manually labeled ground truth of this data set.

1 INTRODUCTION

Activity modeling and automatic anomaly detection in videos have become active fields in computer vision and machine learning because of the wide deployments of the surveillance cameras. These tasks remain difficult challenges in crowded and complicated scenes because of frequent occlusions among objects over time and space, different types of activities occurring simultaneously, noise caused by low video quality and the ambiguous definition of anomaly.

Modeling activities and connecting them to each other is one of the most important problems because moving agents normally have neither explicit spatial nor temporal dependencies. Traditionally, many researchers have concentrated on analyzing motion trajectories to model activities and interactions (Wang et al., 2011; Sun and Nevatia, 2013; Talha and Junejo, 2014; Wang et al., 2014). By means of tracking, the co-occurring activities are separated from each other. However, tracking-based approaches are very sensitive to tracking errors. If detection, tracking or recognition fails only in some frames, the future results could be completely wrong. They are only appropriate in a simple scene with a only few objects and clear behaviors. Hence, tracking does not work well in complex scenes of crowded motion, as indicated above.

To tackle the problems of missed detection and broken tracks, many recent studies have focused on directly using low-level visual features (Kuettel et al., 2010; Saleem et al., 2010; Hospedales et al., 2011). These studies develop more sophisticated statistical models to cluster typical activities: a generative statistic model firstly learns statistical information of typical activities. An abnormal activity is detected if it has low likelihood under a criterion. Typical approaches include Dynamic Bayesian Networks (DBNs) (Swears et al., 2014; Vo and Bobick, 2014) such as Hidden Markov Models (HMM) (Banerjee and Nevatia, 2014). The probabilistic topic models (PTMs) (Kinoshita et al., 2014) such as Latent Dirichlet Allocation (LDA) (Hospedales et al., 2011) or Hierarchical Dirichlet Process (HDP) (Kuettel et al., 2010) are powerful methods to learn activities in surveillance videos. However, inference in topic models is computationally consuming. Moreover, they are unsupervised that means the limitation of accuracy and precluding classification of activities.

Feature-based (descriptor) approaches are useful to model and recognize activities. They in general use an appropriate classifier to classify the learned activities and detect anomalies. The typical classifier includes GP classifier and SVM (Chathuramali and Rodrgio, 2012; Althloothi et al., 2014; Hasan and Roy-Chowdhury, 2014) are widely adopted because of their advantage in terms of high classification accuracy and relative simpler learning process. However, they are supervised models and a training data set with manually assigned labels is necessary in advance. Moreover, they have high requirement in the applicability and the preciseness of features to ensure their performance. The most widely used features include HOG features, optic flow based features, etc. However, in a complicated and crowded scene the low-level features are more reliable.

In this paper, we propose a novel approach to model activities and detect anomalies using non-parametric Gaussian Process (GP) regression models (Rasmussen and Williams, 2006). We model activities based on semantic region. The spacial dependencies among activities are connected using GP regression models and the temporal dependencies are modeled by using a one-step ahead prediction strategy. The understanding of these relationships is crucial for detecting subtle anomalies. After training, our model makes a predictive distribution of regional activities on each semantic region and compares with the actual observation. If the intensity of an observation is larger enough than the predictive distribution, which means that the relationship learned from the training data between different activity patterns is broken, some abnormal activities are occurring in the observed region.

Contributions. We propose a novel method based on non-parametric GP models to exploit spacial-temporal dependencies among ac-
activity patterns using Gaussian Automatic Relevance Determination (ARD) kernel function and model activities. Activities are predicted by learned GP regression models and anomalies are detected by comparing actual observations with prediction at real time. We furthermore provide a publicly available ground truth of the popular Traffic Junction Dataset (Hospedales et al., 2009). This ground truth has been manually labeled.

The remainder of this paper is organized as follows. In Section 2, we reflect related work in this application. In Section 3, we firstly review GP models, and then present how to model activities and detect anomalies with GP regression models in details. In Section 4, experimental results are presented and discussed. Finally, we conclude this paper in Section 5.

2 RELATED WORK

GP models have been widely used to tackle vision problems such as motion flow analysis (Kim et al., 2011), human motion analysis (Wang et al., 2008), tracking (Urtasun et al., 2006) and action recognition (Gong and Xiang, 2003). However, the visual data used in these cases are collected in controlled or good environments. They are relatively cleaner and simpler than the practical surveillance videos, which are much noisier. Most existing approaches use GP models to model activities and detect anomalies based on trajectory analysis (Kim et al., 2011) or feature-based methods. Although they have been proved to be effective methods for this task, their drawbacks caused by tracking are also obviously as discussed in Section 1.

To our best knowledge, only the work (Loy et al., 2009a) has attempted to use GP models for complex activity modeling and anomaly detection in a crowded traffic scene. It has proved that GP models outperform HMM on both sensitivity to anomaly and robustness to noise. However, their proposed model has drawbacks on activity representation and activity modeling with GP. (1) Two different motion features are assumed independent to each other. In practice there are implicit spacial-temporal dependencies between them. (2) Activity patterns of a region are represented only by the sum of the motion vectors in this region. For instance, a slight abnormal motion hardly affects the result of composition of motion vectors if there are relative strong motions in this region. This anomaly is covered by the motion stream and therefore ignored.

We adopt quantified directions to represent local motions instead of directly using optic flow. A regional activity is modeled using the distribution of quantified motions. The relationships between different activities in different regions are learned by GP regression model using the Automatic Relevance Determination (ARD) kernel (Chu and Gharahmani, 2005).

3 ACTIVITY MODELING AND ANOMALY DETECTION

3.1 Gaussian Process Regression

A regression model $y = f(x) + \epsilon$ is considered, where $\epsilon \sim N(0, \sigma^2)$ is an independent Gaussian white noise. Gaussian process $f(x)$ is specified by its mean function $m(x) = E[f(x)]$, in this study we assume the mean value as zero, and covariance function $K(x, x') = E[(f(x) - m(x))(f(x') - m(x'))] = \mathbb{E}[f(x)f(x')]$. Then the observation vector $y = \{y_1, \ldots, y_n\}$ distributes as a zero-mean multivariate Gaussian distribution and its covariance matrix is $K' = K + \sigma^2 I$, where $K$ denotes a $n - b_y - n$ covariance matrix between all pairs of training points and $K_{ij} = K(x_i, x_j)$. For a test point $x^*$, the posterior density $p(y^*|x^*, x, y)$ is a uni-variate normal distribution with the mean and variance as follow (Rasmussen and Williams, 2006):

$$m(y^*) = (k(x^*)^T K^{-1} y$$

$$\text{var}(y^*) = K(x^*, x^*) - k(x^*)^T K^{-1} k(x^*)$$

where $k(x^*) = [K(x^*, x_1), \ldots, K(x^*, x_n)]^T$ is a covariance vector between the test points $x^*$ and the training points, and the
Figure 2: (b)-(e) four main different traffic flows, they are sorted according to the traffic light cycle, (a) result of the semantic scene decomposition.

covariance of the test point \( x^* \) is \( K(x^*, x^*) \).

A covariance matrix is given by the covariance function, which is also known as the kernel function. It is a crucial ingredient in GP models because it encodes our assumption on continuity and smoothness of the GP function \( f(x) \). There are many popular functions (Rasmussen and Williams, 2006), such as linear, rational quadratic and neural network. In this paper, we choose ARD kernel function since it automatically determines the strength of relevance among different activities. We adopt the Conjugate Gradient method (Nocedal and Wright., 2006) to optimize the hyperparameters by maximizing the marginal log-likelihood.

### 3.2 Activity Representation

We divide the whole video into a sequence of 50-frame (2 seconds) clips and quantize the position by dividing the image space into 8 × 8 blocks (see Figure 1(a)). We extract optical flow in each pair of consecutive frames using (Liu, 2009) over time with a threshold to reduce noise as shown in Figure 1(b). We accumulate the optical flow in each clip over its frames. The optical flow vectors of pixel blocks are the mean of the accumulated flow of its memberships. A local pixel block activity pattern is represented as a dual time series signal: \( u = \{ u_t : t \in \tau \}, \ v = \{ v_t : t \in \tau \} \). \( u_t \) and \( v_t \) are horizontal and vertical flow components at clip \( t \) respectively, and \( \tau \) is the total number of clips used for training.

(Loy et al., 2009b) present an approach to automatically decompose a complex scene into multiple semantic regions according to the spatial-temporal distribution of activity patterns. By means of this approach local activity patterns are modeled in each region without tracking or analyzing motion trajectories. With the extracted motion features, we use a method similar to (Loy et al., 2009b) to group blocks into semantic regions with the help of a spectral clustering algorithm (Zelnik-Manor and Perona, 2004) and we remove any region which has more than 90% of zero-activity blocks (background) (see Figure 2(a)).

In (Loy et al., 2009a), an activity in a region is represented by a moving vector \((U, V)\), which are \( U = \Sigma u_t \) and \( V = \Sigma v_t \) respectively, where \((u_t, v_t)\) is the flow vector of a pixel block in this region. However, this method does not separate different activities in a region. Furthermore, the sum of all motion vectors in a region may cause a zero result. In this case, there are actual objects moving in this region, but the motion feature \( U \) or \( V \) equals 0 or is close to 0. It will be considered as nothing happens here. On the other hand, an abnormal activity with small moving velocity is ignored when the normal motions in this region are strong. For instance, a jay-walker crosses a strong vehicle flow, but \((U, V)\) cannot reflect this anomaly.

Our model represents activity patterns explicitly. The block optic flow vectors are quantified using a codebook with words, \( \omega = (x, y, u, v) \), where \((x, y)\) represents the position and \((u, v)\) is the displacement, quantified into 4 directions (see Figure 1(c)). In such crowded scene, we rather care about objects moving direction than their velocity. We obtain a spacial distribution of these 4 motion features (see Figure 1(d)). The regional activity patterns are represented as the percentage of these 4 motion features \([d_1^4, d_2^4, d_3^4, d_4^4]\), where \( d_i^4 \) is the percentage of direction \( i \) in \( i \)-th region and \( d_1^4 + d_2^4 + d_3^4 + d_4^4 = 1 \) or 0 (nothing happens). An example of the corresponding histogram for a regional activity pattern is shown in Figure 1(d). In this way, any existing motion is separated and detected.

### 3.3 Activity Modelling with Gaussian Process

Four GP regression models are constructed for each region to model features of 4 directions separately. Therefore we have \( 4N \) GP models for \( N \) decomposed regions. However, we firstly need to construct a reasonable input and output pair \((y_i, x_i)\), where \( y_i \) is the input feature vector, \( y_i \) is the corresponding output value of a GP regression model and \( i \) is the index of data point.

In (Loy et al., 2009a) two GP regression models are constructed for each region for two features \( U \) and \( V \) separately. They
Figure 3: Examples of detected anomaly caused by emergency vehicles using our GP models (abnormal regions are denoted in red whilst the corresponding abnormal object is highlighted with a box).
Select one of them, which can most affect regions to construct the input feature vector:

\[ x_i = \{d^m_{i,t} | j \neq i \} \]

But actually in the same way:

\[ y_{i,t} = V_{i,t} \]

\[ x_{i,t} = \{d^m_{i,t} | j \neq i \} \]

From all other regions construct the global input feature vector:

\[ \{d^m_{i,t} | j \neq i \} \]

They are determined by ARD kernel function as follow: \[ d^m_{i,t} \] is an output value of a GP model, which is observed at time interval \( t \) from \( i \)th region. The input feature vector for \( d^m_{i,t} \) consists of four motion features observed at previous time interval \( t-1 \) from \( j \)th region \( \{d^m_{j,t-1}, d^m_{j,t-1}, d^m_{j,t-1}, d^m_{j,t-1} \} \) \( j \neq i \). Therefore \( d^m_{i,t} \) is one-step ahead predicted by this GP regression model from observed activity patterns in \( j \)th region at previous interval. The feature with the lowest length-scale in ARD kernel is selected because of its highest influence on \( d^m_{i,t} \). All these selected features observed at interval \( t-1 \) from all other regions construct the global input feature vector \( x_{i,t} = \{d^m_{i,t-1} | j \neq i \} \) and \( d^m_{i,t} \) is its corresponding output value of the GP regression model.

Each GP regression model thus predicts one motion feature of the regional activity patterns at next interval using most relevant motion feature of other activity patterns observed at present in other regions.

3.4 Anomaly Detection

The output value of GP regression model has the highest possibility, when it equals the mean of the Gaussian distribution given by Eq. (1). And the output value has 95% of certainty to fall into area \( (m - 1.96\sigma^2, m + 1.96\sigma^2) \). If the observed value (non-negative) of activity patterns at interval \( t \) is larger than \( m + 1.96\sigma^2 \), this activity is detected as anomaly because an abnormal activity is caused by a suddenly increased motion strength. In contrast, a motion strength lighter than expectation is viewed as normal. In this scene. In each detected interval, if any of the four motion features is detected as anomaly, its region is identified as abnormal.

Figure 4: Examples of detected anomaly using our GP models (abnormal regions are denoted in red whilst the corresponding abnormal object is highlighted with a box).
4 EXPERIMENTS

We conduct the experiments on the popular QMUL Junction Dataset (Hospedales et al., 2009), which contains a video of a crowded, traffic junction in London (360 × 288, 25fps, 89999frames). We used the first 10000 frames (200 clips) of the video for scene decomposition and training the GP regression models and the rest (1599 clips) for testing. The main challenges in this scene are: 1) low quality surveillance video and different kinds of noise, 2) irregular and violent varying of traffic volume over time, in particular at the entrances and exits, 3) large numbers of motion-agents and complex interactions among them, 4) some kind of ambiguous activities.

This traffic scene is controlled by traffic lights and dominated by four traffic flows (see Figure 2(b)-(e), they are sorted according to the traffic light cycle). Figure 2(a) shows the result of scene decomposition into 9 semantic regions. The decomposition agrees with the distribution of the main four traffic flows and human understanding. For example, regions 2 and 9 in the middle of the scene are the areas for vehicles from top and bottom, respectively, to wait for an interruption of vertical flow and make a left or right turn (as shown in Figure 2(e)). Region 5 covers the pedestrian crossing and so is the region 6 in the right bottom of the scene. Region 8 is only for vehicles which are driving downward or waiting for the traffic light for vertical flow. Regions 1 and 7 are entrance for leftward flow and exit for rightward flow, while regions 3 and 4 are exit for leftward flow and entrance for rightward flow (as shown in Figure 2(b) and (c), respectively). Region 4 is the entrance for vertical flow (as shown in Figure 2(e)). Interactions in these four regions are complex because during different phases of the traffic cycle they contain different interactions. But the activities within the same region are similar to each other and distinguish themselves from the others in other regions.

We adopt ARD kernel function to automatically learn the strength of correlation among activities in different regions and select the most relevant one, which have the lowest length-scale. For instance, the hyper-parameter of the GP model for feature $d_3$ (upward moving in region 3) shows that the length-scale of the four activity features in region 7 are 3.7863, 0.8610, 0.03920, 2703.4, respectively. Feature $d_3$ has the lowest length-scale, interpreting that the leftward moving in region 7 has the highest influence on the upward moving in region 3. This understanding agrees with our human understanding of the traffic activity patterns in this scene because, if a vehicle drives towards left in region 7, it will cross region 2 and then turn to the upper region in region 3, as illustrated in Figure 2(d). The feature $d_2$ (leftward moving in region 2) has the length-scale of activity in region 7 as [8.8726, 1.7201, 0.0259, 24.6840], respectively. Feature $d_7$ affects $d_3$ mostly, because the right-to-left vehicle flow in region 2 is always from region 7. It further proves that our method to construct the spacial-temporal relationship is appropriate and effective.

Jaywalking, illegal U-turn and emergency vehicles driving in an improper lane are the main anomalies in this scene. We have manually labeled all anomalies that appear in the whole video as ground truth and they will be made publicly available. Figure 3 shows some examples of typical anomalies caused by emergency vehicles. The ambulance in Figure 3(a) is driving in a definitely wrong direction in the lane for a normal case. It is the easiest kind of anomaly to detect. In Figure 3(b) and (c), the fire engine interrupts the current traffic state (vertical flow, and left and right turn, respectively). It increases the percentage of corresponding motion features in the regions which it passes by. Hence, these regions are detected that, there is an anomaly arising. The police vehicle is driving conversely as shown in Figure 3(c) and easy to be detected because the leftward motions are impossible in current traffic state. In the experiments, all of the anomalies caused by ambulances, fire engines and police vehicles were successfully detected by our GP models.

The typical abnormal activities- illegal U-turn and jaywalking in this scene are shown in Figure 4. When a vehicle wants to make a U-turn from region 2, it needs to firstly drive horizontally into region 3. This activity leads to a larger percentage of motion feature $d_3$ than the prediction in region 3. This is the principle,
how a U-turn is detected by our method. However, some of the illegal U-turn are undetected. For instance, a U-turn, as shown in Figure 5(d), is undetected because the pedestrian (highlighted in the red box) are crossing the road, which belongs to the second case of jaywalking, as mentioned above. The U-turn vehicle may be treated as a motion of pedestrian as well. Good training samples and object detection also can help us to overcome this problem. The U-turn is undetected either, if a large vehicle covers it (see Figure 5(e)). Those methods based on trajectories analysis outperform our methods in terms of detecting illegal U-turn because of their advantage in separation and analysis of an individual activity among the others. However, our model is more flexible because GP models does not require prior knowledge in advance.

Abnormal activities of Jaywalking are successfully detected as shown in Figure 4(b) and (c). The principle for this detection is also because of the percentage of the corresponding motion features higher than expectation of our GP models. However, Jaywalking is undetected in two cases: 1) the vehicle flow suspends and pedestrians cross the road during this time margin (Figure 5(a)). 2) the jay-walker is walking along the vehicle flow (like Figure 5(b)). Its motion does not obviously increase the percentage of any motion features because it has the same motions as the vehicle flow and its motion submerges in the flow; The second case can be avoided by means of object detection because pedestrians will be detected moving in an improper area or lane. The undetected anomaly of bicycle riding in a improper region (like Figure 5(c)) also can be detected with the help of object detection. The understanding of the second case is a challenge. Because suspending vehicle flow may be viewed as the end of current traffic flow. Thus, people crossing the road without vehicle is viewed as a normal activity. Furthermore, the bad training samples for this case are the other main reason. The pedestrians in this video sample do not obey the traffic rule so strictly. They usually cross the road in such case, even the traffic light is red for pedestrians. Therefore, the dynamic models such as HMM could work better for this case.

A human interpreted summary of the categories of abnormal events is given in Tab. 1. Notice that, each entire abnormal event is counted as one event, no matter how many clips it spans. The false detection means that, a clip is detected as an abnormal clip, but there is not any abnormal event of interest. The overall false detection means that, a clip is detected as an abnormal clip, counted as one event, no matter how many clips it spans. The undetected anomaly of bicycle riding in a improper region can be avoided by means of object detection because pedestrians will be detected moving in an improper area or lane. The undetected anomaly of bicycle riding in an improper region also can be detected with the help of object detection. The understanding of the second case is a challenge. Because suspending vehicle flow may be viewed as the end of current traffic flow. Thus, people crossing the road without vehicle is viewed as a normal activity. Furthermore, the bad training samples for this case are the other main reason. The pedestrians in this video sample do not obey the traffic rule so strictly. They usually cross the road in such case, even the traffic light is red for pedestrians. Therefore, the dynamic models such as HMM could work better for this case.

From the table we know, about 50% of all the abnormal events of interest were correctly detected, while 282 of all the test clips were falsely detected as abnormal. (Loy et al., 2009b) obtained a higher true positive rate 76.43% because our ground truth is different from theirs. For instance, they have only 8 cases of jaywalking while we have 14. Maybe the jaywalking in region 6 (Figure 2(a)) are not taken into account in their ground truth. Therefore, the comparison of experimental results with others methods maybe not objective because of subjective understanding about abnormal events, unless a uniform ground truth is public provided. By implementing the method in (Loy et al., 2009b) we found that, our method performed better in detecting subtle abnormal events such as the jaywalking in region 6, because the week motion vectors of the pedestrian were not cancelled by the strong motion vectors of the vehicle flow in our method.

Table 1: Summary of discovered abnormal events. Overall true positive (TPR) and false positive rates (FPR) are also given.

<table>
<thead>
<tr>
<th>Types</th>
<th>Detected</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jaywalking</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>Emergency</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Illegal U-turn</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>Strange driving</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Improper region</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>False detect</td>
<td>282</td>
<td></td>
</tr>
<tr>
<td>Overall TPR</td>
<td></td>
<td>55.88%</td>
</tr>
<tr>
<td>Overall FPR</td>
<td></td>
<td>15.6%</td>
</tr>
</tbody>
</table>


