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ABSTRACT:

Photogrammetric acquisition with unmanned aerial vehicles (UAV) has grown extensively over the last couple of years. Such mobile platforms and their processing software have matured, resulting in a market which offers off-the-shelf mapping solutions to surveying companies and geospatial enterprises. Different approaches in platform type and optical instruments exist, though its resulting products have similar specifications. To demonstrate differences in acquisitioning practice, a case study over an open mine was flown with two different off-the-shelf UAVs (a fixed-wing and a multi-rotor). The resulting imagery is analyzed to clarify the differences in collection quality. We look at image settings, and stress the fact of photographic experience if manual setting are applied. For mapping production it might be safest to set the camera on automatic. Furthermore, we try to estimate if blur is present due to image motion. A subtle trend seems to be present, for the fast flying platform though its extent is of similar order to the slow moving one. It shows both systems operate at their limits. Finally, the lens distortion is assessed with special attention to chromatic aberration. Here we see that through calibration such aberrations could be present, however detecting this phenomena directly on imagery is not straightforward. For such effects a normal lens is sufficient, though a better lens and collimator does give significant improvement.

1 INTRODUCTION

Surveying of large scale topography has long been labor intensive and logistically complex. Last decade it has eased through the refinement of satellite positioning. For this decade the combination of structure-from-motion and UAV technology has the potential to push this automation within the surveying profession one step further.

Although most of the initial faults and inherent problems have been reduced, like technical and legal aspects, an investment in a UAV mapping system still needs careful decision making as it is a large financial investment for small mapping enterprises. A broad spectrum of platforms and cameras are on the market and considerations about different instrument specifications and platform options might not be clear cut.

Therefore this study is an evaluation for different acquisition methods and acquisitioning instruments. In this study we aim to highlight the current UAV mapping possibilities and challenges, for geometric quality in the same range as GNSS RTK. Several studies already showed the mapping capabilities of multi-rotors, i.e.: (Remondino et al., 2011), however a fixed-wing can operate on a similar elevation. In addition, we try to identify the differences in mapping strategies, furthermore, different optics is used and its performance is analyzed. Consequently, this might be of benefit to potential users, and a handhold for future investment and working practice.

Already quite some aspects have been compared in the case of UAV photogrammetry, for example flight planning (Eisenbeiss and Sauerbier, 2011), and camera type (Haala et al., 2013). Here we focus on off-the-shelf mapping systems (Trimble UX-5 and Microdrone MD4-1000) and its produced imagery. By relating metrics and analysing of the imagery with respect to platform dependent properties, we assess its mapping ability. Practically, this is done through the analysis of two flights over the same area (only three days separation) and a well surveyed control field. In this manner, we distillate the pros and cons of the different operating systems.

2 CASE STUDY

For the demonstration of this assessment we conducted a case study over an open mine near the villages of Kiezegem and Meensel, Belgium. This relatively small excavation site has a total coverage of 0.19 km², and elevation differences up to 18 meter, see figure 1 & 2. A large part of the mine was overgrown with vegetation, while the Eastern part was open bare sand. On this part of the mine a steep sandy wall up to seven meters is situated.

2.1 Ground truth

Control points consisted of twenty one targets. We chose for 33x33 cm wooden plates painted with a single checkerboard pattern, attached to a pole which was firmly hammered into the ground. Targets were measured with GNSS RTK, a polygonal net of total station measurements and some closed loops acquired through digital levelling. The processing of the data were integrally adjusted (Boekelo, 1996), based on the statistical principles of the Delft school in the Move3 software package (version 4.2). The estimated standard deviation of the target points were horizontally all around three millimeter and vertically around half a millimeter.

2.2 Platforms and Instruments

The flights were done on 6th and 9th of August 2013, at the same time of the day, with the aim of delivering the same product in sense of ground sampling distance (GSD). Two different types of UAVs flew over the open mine, namely a Gatewing UX5 and a Microdrone MD4-1000, the platform and instrument specifications are given in Table 1. These systems are commercially available in these settings, their different properties are due to design decisions.

The manner of acquiring aerial imagery is different in both platforms; this is rooted from the flight speed. The fixed-wing configuration has a stall cruising speed of 80 kilometers an hour. Therefore it is capable of covering several square kilometers per
flight. This is in contrast to the multi-rotor system which has a stall speed of an order smaller. Consequently, different acquisition strategies are taken.

<table>
<thead>
<tr>
<th>type</th>
<th>Trimble UX5</th>
<th>Microdrone MD4-1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>camera</td>
<td>fixed-wing</td>
<td>multi-rotor</td>
</tr>
<tr>
<td>focal length</td>
<td>24 [mm]</td>
<td>19 [mm]</td>
</tr>
<tr>
<td>sensor width</td>
<td>23.4 [mm]</td>
<td>23.4 [mm]</td>
</tr>
<tr>
<td>sensor height</td>
<td>15.6 [mm]</td>
<td>15.6 [mm]</td>
</tr>
<tr>
<td>resolution</td>
<td>16.0 [Mpix]</td>
<td>24.0 [Mpix]</td>
</tr>
<tr>
<td>height</td>
<td>75 [mtr]</td>
<td>70 [mtr]</td>
</tr>
<tr>
<td>GSD</td>
<td>0.024 [mtr]</td>
<td>0.017 [mtr]</td>
</tr>
<tr>
<td>overlap</td>
<td>75 [sec]</td>
<td>80 [%]</td>
</tr>
<tr>
<td>sidelap</td>
<td>85 [sec]</td>
<td>45 [%]</td>
</tr>
<tr>
<td>exposure</td>
<td>1/2000 [sec]</td>
<td>1/400 [sec]</td>
</tr>
<tr>
<td>setting</td>
<td>shutter priority</td>
<td>manual</td>
</tr>
<tr>
<td>sensitivity</td>
<td>automatic</td>
<td>manual</td>
</tr>
<tr>
<td>white balance</td>
<td>automatic</td>
<td>automatic</td>
</tr>
<tr>
<td>calibrated</td>
<td>☐</td>
<td>☑</td>
</tr>
<tr>
<td>collimator</td>
<td>☑</td>
<td>☐</td>
</tr>
</tbody>
</table>

Table 1: Acquisition details of the two different platforms and flight specifications during the case study.

Figure 1: Orthophoto of the open mine, with black dots illustrating the acquisition centers (a total of 360 is used), the ground control points are indicated with a white cross.

The multi-rotor stabilizes the camera by hovering the platform and a stabilization rig underneath. This makes time available to adjust the sensitivity (through ISO) and integration time (through shutter time) during operation. Its operation strategy is structured, its flight path is defined before hand, and executed as best as possible in this way. Its rotors make a full control possible over the three spatial dimensions, thus its position can be adjusted until the UAV has arrived at the predefined point. Due to its stabilization rig images are taken at close to perfect nadir and inline of the direction of flight. This results in close to ideal stereo imagery, for stereo plotting. In addition, the operator sets the ISO value and integration time. The flight resulted in six strips and a total of 148 images, taken in 16 minutes from roughly 70 meters above the surface.

The fixed-wing platform has a more ad-hoc flight planning, its flight path is decided in the field. The most favorable direction of flight is with wind from the side. Wind directions can be very local, therefore the orientation of the strips is determined just before take-off. The platform glides in the air due to its wings and delta-shape, it has an efficient combustion. Hence, it can cover large areas, as it has a cruising speed of 80 km/h and an operation time of 45 minutes. However, the camera is fixed within the body, thus adjustment of the camera orientation is not possible. In addition the images have a crab angle, and the flight strips are not perfectly parallel. Nonetheless, at 75 meters above ground the system can still collect imagery with an high overlap. In order to make this possible, the ISO value is changed automatically, with the shutter time fixed. In our case, there was only a slight breeze, thus multiple configurations could be flown. From one of such a flight 360 images were selected, acquired at an approximate height of 75 meter above the ground.

The two cameras are both manufactured by Sony, but have different specifications. The camera attached to the fixed wing has bigger pixels of 4.76 µm, in respect to the other (3.9µm), but a lower resolution. In addition, the fixed wing has a Voigtlander lens which is assembled with the help of a collimator. The other system uses a normal consumer grade lens. In the remainder of this paper we will verify if these significant differences in instrumental quality pay off.

### 2.3 Processing

Both data-sets were processed with Pix4Dmapper software (version 1.1.23). This photogrammetric software package calibrates the camera as an integral part of the bundle adjustment. Its projected errors are calculated through least squares adjustment using the full covariance matrix of internal and external parameters (Strecha, 2014). The input of the geometric quality of the control points is independent of its coordinate axis, therefore three millimeter was assigned to all entries. Furthermore, the software presumably derives a gray-scale image through a weighted mean of (0.2126, 0.7152, 0.0722) for the three colorbands (R,G,B), as is given in the camera database of the software. Due to the clear checkerboard pattern of the control points we assume we can identify the markers on pixel to sub-pixel level.

### 3 METHODS

For this assessment we isolated inferences: intensity, image motion and dispersion. For intensity we look at the image quality,
as the one dataset has automatic camera settings unlike the other. For the image motion we look at the translational or rotational blur within the imagery, which are rooted from the fast cruising speed and/or turbulence of the air. We look at the quality of both lenses, by assessing the absolute and relative radial distortion, in grayscale as well as separate colorbands. Furthermore, the dispersion or chromatic aberration, is estimated. The used methodologies will be explained hereafter.

3.1 Intensity

To extract a quality indicator for the acquired imagery a histogram over the whole population of images might give a handhold. Both campaigns are flown on the same time of day, the sky having a bit of overcast sky in the form of alto-cumulus. Ideally, all the color histograms should be flat with a uniform occurrence of each gray value. Skewted curves might indicate wrong settings of aperture and shutter time, or monotonous reflection distribution pattern on the ground. Furthermore, we checked individual images for absence of contrast or saturation of pixel regions.

3.2 Image motion

Another difference between both systems is the image motion during operation. For the fixed-wing configuration the shutter speed of the camera is typically 1/2000 of a second, resulting in 1.1 cm platform movement during acquisition. While the ground sampling resolution is in the same order as this upper bound, therefore the possibility exist that image blur would be significant. This is done by estimating the blur kernel within a single image, following (Fergus et al., 2006), based on the following model:

\[
B = K \otimes L + N \tag{1}
\]

Here \(B\) denotes the original image corrupted with blur, \(K\) is the kernel which describes the local motion of the camera position and orientation, \(L\) represents the ideal or latent image and \(N\) is white noise, this convolutional concept is also illustrated in figure 3. Here the sum of the blur kernel adds up to unity. Within equation 1 only the original image is given. To further constrain the estimation a-priori variance information is included. Its variance model is based on a Gaussian mixture model, as a distribution with heavy tails is assumed in this natural image. This is used in a blind deconvolution estimation, where the blur kernel is estimated with a maximum marginal probability (Miskin and MacKay, 2000). A seven pixel wide square kernel was given as is estimated with a maximum marginal probability (Miskin and MacKay, 2000). A seven pixel wide square kernel was given as used in a blind deconvolution estimation, where the blur kernel distribution with heavy tails is assumed in this natural image. This is done by estimating the blur kernel within a single image, following (Fergus et al., 2006), based on the following model:

For the case of a prominent translational motion, this kernel would hold for the entire image. However, for rotational motion, the kernel content would vary depending on its location within the image. In (Whyte et al., 2012) such an advanced rotational model is implemented, following the same estimation procedure as in equation 1. However, for the fixed-wing case the translation is presumably a more prominent factor than its rotational component, while the multi-rotor might experience both effects. Therefore, we estimated a local kernel subdividing the image into small patches, giving the possibility to extract the dominant motion (movement or rotation) from the image by inspection.

3.3 Refraction

The light rays traveling through the optics of the camera are bound to Snellius’ law. Different lenses and coatings are placed in-line to let all visible wavelength eventually coincide on the imaging plane to resemble a pinhole model. Nonetheless, discrepancies occur, thus green is taken as reference by focussing this wavelength sharply on the imaging plane (Bass et al., 2009). Consequently, wavelengths situated in the other two colorbands will not perfectly coincide, as is illustrated in figure 4. This results in image blur and is known as longitudinal aberration. For light entering at an off-nadir angle, a different effect is observed, being peripheral color shift. This is due to the wavelength dependent focus that result in different magnifications away from the center and is known as lateral aberrations. Wide angle lenses, such as fish-eye, can have pixel displacements up to pixels (Schwalbe and Maas, 2006). Equally, for consumer-grade camera’s this pixel displacement is in the range of 0.1 to 0.2 (Cronk et al., 2006). Consequently, a pinhole and lens distortion model do not describe the chromatic aberrations working on the imaging plane.

The inclusion of chromatic aberrations within the camera calibration has already been stressed by (Remondino and Fraser, 2006). This is certainly relevant in UAV photogrammetry, where the constrain of instrument weight, favors the use of compact camera’s. But more importantly, the quality of lenses is low, thus chromatic aberrations can be a problem (Kaufmann and Ladstädter, 2005). Especially for the use of mapping, as mixed bands seems to be used for the detection of features within the imagery. Due to the mixing of bands, such features are smoothed, resulting in bad localization. To make matters worse, chromatic aberrations are greatest at the sides, while at the same time measurements on this periphery do strengthen the triangulation.

![Figure 3: Visual illustration of the blur convolution. At the left the original or pure image (L), is convoluted with the blur kernel (K). Here the brightness intensity of this matrix is related to value intensity, where the brightest value corresponds to 0.1. The result of the convolution (B) is illustrated on the right.](image)

![Figure 4: Visual illustration of the longitudinal chromatic aberrations present within a lens system. A simple lens configuration is illustrated, and the travel path of different wavelength are shown. A plane is situated at the green focus. The divergence of rays not only illustrate the importance of coatings, but also the need to precisely align the imaging plane perpendicular to the optical axis.](image)
In our case two different optical systems and specifications were used. On the multi-rotor platform a consumer grade lens was attached, while on the fixed wing a professional lens was deployed. Thus a difference in lens design in the form of different coatings and glass of the optics influences the amount of chromatic aberrations, hence its image quality. In addition, the latter lens was adjusted with a collimator and its depth of field was set to a range of about 100 meters. Now it is of interest to see if such effort is worth the investment of money and time. To assess this we take two different approaches: On the one hand, individual bands are processed and the estimated calibration is evaluated. This gives an idea about the amount of radial distortion of each chromatic band and might give inference about the effect of refraction and the aid of a collimator.

On the other hand, the peripheral colorshift effect is directly estimated on the imagery, in a similar fashion as (Kaufmann and Ladstädter, 2005). The relative displacement (the vector estimated on the imagery, in a similar fashion as (Kaufmann and Ladstädter, 2005)) is estimated for different colorbands. This proxy of colorshift gives a direct indication of the effect of chromatic aberration and the use of a collimator. To come back to the compact camera case, such estimation could be of great use. They can function as extra input for advanced lens-models that take the chromatic aberrations into account. Such information is only present during acquisition, as the movement of lens to camera body make the lens model different from flight to flight. This effect is not only limited to consumer-grade cameras with moveable lenses, but the fixed-wing platform seem to change its internal parameters due to the shock inflicted during take-off and landing.

What is different from our approach in respect to (van den Heuvel et al., 2006, Luhmann et al., 2006), is the high amount of automatic processing and the lack of calibration targets. We use a bulk of imagery and estimated independent of contrast its displacement. For this the software package of COSI-Corr was used to estimate the color-shift on sub-pixel level (Leprince et al. 2007). It uses the phase shift within the frequency domain of the imagery to estimate the displacement. However, in this domain image matching estimates between the red and the blue bands can give bad results. This is probably due to the methodology used within COSI-Corr, where the normalization of intensities is not implemented in the frequency domain, thus resulting in less robust result than a normalized cross-correlation in the spatial domain (Heid, 2012). Therefore, the red to blue band combination was estimated in the spatial domain through normalized cross correlation (NCC). The other colorbands were assumed to have enough a strong spectral covariance between each other, as estimated in the frequency domain.

However, an individual image might be corrupted with noise, or have unreliable matches, therefore weighting can be applied over the bulk of imagery ($k$). This is done through the use of the signal to noise ratio (SNR) value, also given with the displacement estimation. This figure of merit ranges from 0 to 1, and to put more value to higher matches the weighting is done by the square of this value. Thus for every subset within the imagery the displacement vector is calculated through:

$$
\delta x = \frac{\sum_k (dx_k \cdot SNR^2_k)}{\sum_k SNR^2_k}, \quad \delta y = \frac{\sum_k (dy_k \cdot SNR^2_k)}{\sum_k SNR^2_k}
$$

Additionally to the individual estimation of relative displacement, the estimation can also be conditioned. This is done by the vector addition property of the chromatic aberration, where the displacement of all color-shift vectors should form a closed triangle:

$$
0 = c_{gr} + c_{rb} + c_{bg}
$$

Rearranging these terms gives the following model,

$$
\begin{bmatrix}
    dx_{gr} \\
    dx_{rb} \\
    dx_{bg} \\
    dy_{gr} \\
    dy_{rb} \\
    dy_{bg}
\end{bmatrix}
= 
\begin{bmatrix}
    -1 & -1 & 0 & 0 \\
    1 & 0 & 0 & 0 \\
    1 & 0 & 0 & 0 \\
    0 & 0 & -1 & -1 \\
    0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    c_{gr} \\
    c_{rb} \\
    c_{bg} \\
    dx_{gr} \\
    dx_{rb} \\
    dx_{bg}
\end{bmatrix}
$$

This linear system of equations can be solved by least squares adjustment following (Teunissen, 2000).

4 RESULTS & DISCUSSION

The methodology given in the former section will now be used to assess the three criteria, that is, intensity, motion and refraction. Both datasets are processed with all ground points. The total is more than necessary; the control points were respectively 224 and 558 times measured in the imagery. Thus this redundancy can be of use for the optimization of internal camera parameters.

To assess these criteria the dataset needs to be of high quality, therefore we looked at the projection errors of the photogrammetric processing. Heretofore, a minimum of six points is used for the bundle block adjustment, with others set as verification. The resulting re-projection errors on these points are given in table 2. This gives a clear insight in the strength of the block itself, and from these results we assume the extra control points will mostly be used to benefit the internal estimation. Its results are considerably better then other studies (Harwin and Lucieer, 2012), (Haala et al., 2013), but we attribute that to the inclusion of traditional surveying of the control points.

<table>
<thead>
<tr>
<th></th>
<th>$\Sigma$</th>
<th>$\sigma_x$</th>
<th>$\Sigma$</th>
<th>$\sigma_y$</th>
<th>$\Sigma$</th>
<th>$\sigma_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>wing [mm]</td>
<td>3.3</td>
<td>17.9</td>
<td>10.2</td>
<td>32.2</td>
<td>27.8</td>
<td>26.4</td>
</tr>
<tr>
<td>rotor [mm]</td>
<td>2.2</td>
<td>10.2</td>
<td>2.7</td>
<td>13.4</td>
<td>56.1</td>
<td>41.4</td>
</tr>
</tbody>
</table>

Table 2: The mean and standard deviation of the re-projection error of control points in millimeters over three dimensions for the two datasets, using a population of 16 and 12, respectively.

4.1 INTENSITY

The normalized histograms of the two image datasets is given in figure 5. It clearly shows a skewed distribution for the blue band to the lower end. Both camera had automatic white balance, from the EXIF data it seems all settings were similar. The only difference was a manual exposure setting, in comparison to a shutter priority for the fixed-wing sensor. This might explain the discrepancy in the blue range.

Furthermore, the estimated probability distribution function of the red and green band of the multi-rotor do resemble a better
uniform distribution. Especially on the higher end of the quantization level, however, a closer look on individual images did show saturated areas and regions of low contrast. A strong transition from vegetation to bare sand did saturate the camera in images, as shown in the example of figure 6. This is a small drawback, however this local effect was only visible in when the normal vector of the terrain was directed to the camera. Thus there is no loss of topographic information, as neighboring imagery showed enough contrast to triangulate this region. This is one of the big advantages of multiview UAV photogrammetry (Haala et al., 2013). Though only 0.019% of the entire dataset is saturated, these pixels were mostly located on the sandy area. Nevertheless, this flight was conducted with the application to mine management. The rest of the site is mostly covered by vegetation, with minimal saturation and good contrast.

Overall, it seems to be better to use the automatic adjustment for the sensitivity settings, as the dynamic range of a frame camera is limited. Changes in direct sun light, caused by clouds, needs dynamic adjustment to be able to fly during such conditions. The drawback of this choice is a less contrastrich picture, as the weight of these histograms lay in the lower digital numbers.

4.2 Image motion

For both flight campaigns we estimated the blur kernel over square patches of 200 pixels wide, this was done to extract a global trend due to turbulence during acquisition or through adjustment of the stabilization rig. A result of such an estimation is illustrated in figure 7. The estimated blur kernel is seven pixels wide, but for our case the estimation mostly resolved in one peak element in the order of 0.5 and some surrounding elements. Thus half of the energy of the ideal image falls within one pixel, the rest is smeared out over the others. In the illustration this maximum is taken as the center, with its surrounding kernel elements. If the maximum was on the border it is translated to that side.

A local pattern is observable: low or distributed kernel values over homogenous terrain, such as paved road. Apart from that, the kernels extracted from the fixed-wing platform do have a tendency to the direction of flight. On the other hand, the multi-rotor dataset resulted in kernel estimates with noisy or at least random distribution of one pixel wide. No global trend related to rotational effects were identifiable. Thus, although some distortion is observed in the fixed-wing platform, the image blur is of similar size for both systems. This might be adressed to the longer shutter time of the multi-rotor, where accumulation of rotational motion and displacement for the multi-rotor is four times larger. Such a long shutter speed is caused by the smaller pixel size, needing more time to collect as much light as the fixed-wing system.

From this we can conclude that the fixed-wing system is at its lower limit, concerning operation height. The reverse is true for the multi-rotor, mostly due to the pixel size.

4.3 Refraction

For the two datasets all bands are separately adjusted within an integrated bundle adjustment, its resulting internal parameters are given in table 3. Unfortunately, the impact in the form of error propagation is lacking in the table due to the missing variance estimation.

The camera underneath the multi-rotor was calibrated beforehand, using a calibration board. Among others, the focal length (18.964) and principle point (−0.076, 0.012) are off from the estimated parameters. However, assuming that these a-priori values are better than the estimated parameters is non-trivial. Namely, the calibration of the camera is done on close-range, hence the depth of field and ray-tracing is considerably different than the acquisition situation.

Interpreting this table, one can confirm the assumption the software does use a mixture of bands. Furthermore, the NEX-5R with
Table 3: Internal calibration estimations for different colorbands. The first half is rooted from the fixed-wing campaign, the second half is originated from imagery of the multi-rotor. The imagery on the right indicates the coordinate axis for the principle point and illustrates the different kind of distortions. The radial and tangential parameters should be applied to metric radial distance.
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<table>
<thead>
<tr>
<th></th>
<th>focal</th>
<th>principle point</th>
<th>radial distortion</th>
<th>tangential distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[mm]</td>
<td>[mm]</td>
<td>[px]</td>
<td>[mm]</td>
</tr>
<tr>
<td>RGB</td>
<td>22.75</td>
<td>0.01088</td>
<td>-0.35237</td>
<td>-0.25109</td>
</tr>
<tr>
<td>red</td>
<td>23.805</td>
<td>0.00202</td>
<td>-0.35587</td>
<td>-0.28843</td>
</tr>
<tr>
<td>green</td>
<td>23.780</td>
<td>0.00250</td>
<td>-0.35556</td>
<td>-0.28000</td>
</tr>
<tr>
<td>blue</td>
<td>23.785</td>
<td>0.00372</td>
<td>-0.35593</td>
<td>-0.28666</td>
</tr>
</tbody>
</table>

Voigtländer lens has far less radial distortion, in addition, its values are more stable than for the other camera. The only exception is the principle point of the full color processing, which is out of sync with the other values, its not easily identifiable. No significant difference is present for the tangential components, which would suggest the unimportance of a collimator.

Nevertheless, the estimated internal parameters from table 3 are used to estimate a theoretical displacement between both images, these are illustrated aside of the measured estimates in the figure 8. The directional lines give the orientation of the displacement, while the color indicates the displacement in pixel size, the results are smoothed with an mean kernel of 10 pixels in size.

Figure 8: Color-shift estimation in pixels modelled for the red to green colorband of the fixed-wing system.

For the second part, the estimation of chromatic aberration directly on the images, 148 and 114 images were processed, each with 36 pixel wide block sizes. The results from some combinations are illustrated in figure 9,10. Here the estimation is based on equation 2. Including the other estimates, as with equation 4, was not applied, as the matching within the frequency domain was far off from a radial pattern. This might be due to the great amount of vegetation within the imagery, which results in different reflection values in each band (Kaufmann and Ladstätter, 2005). Furthermore, due to storage limitations in the UAV’s, all images are compressed through JPEG, which is unfavorable for the detection of chromatic aberration (Cronk et al., 2006). Nonetheless, a pattern in both images is visible, and as we took a large sampling set we expect this compression to be of minimal influence.

The measured pixel displacement is an order different then the theoretical estimate. Some radial patterns are visible (looking at the colorscale), but it is far from linear. Not only with respect to the modelled aberrations, but also inbetween both measured images. Furthermore, the radial magnitude does seem to have an oscillating pattern, this is partially visible in the modeled case, nonetheless the modelled displacement is an order in size to big and not in such frequency.

This illustrates the create complexity of the lens system. Assuming, a simple system as illustrated in figure 4, contradicts the individual estimations of the focal lengths in table 3. An more appropriate workflow would be the extraction of these aberrations before processing and still adopting a simple pinhole model.

From these results we can conclude that a collimator may not be worth the effort, nevertheless investing in better optics does result in less distortion. However, for chromatic aberrations the consumer-grade camera seem to perform on a similar level or even slightly better.

5 CONCLUSIONS AND FUTURE WORK

In this work we assess different UAV mapping systems through comparing the quality of the collected imagery. The two map-

Figure 9: Color-shift estimation in pixels rooted from sub-pixel normalized cross-correlation (NCC) measurements for the red to blue colorband of the fixed-wing system.

Figure 10: Color-shift estimation in pixels rooted from sub-pixel NCC measurements for the red to blue colorband of the multi-rotor system.
ping strategies: ad-hoc and fast flown, or structured but slower are completely different and resolve in different instrumental choices. However, the resulting products are of similar resolution. Therefore we assessed three different components of acquisitioning to show the pro and cons of both systems. Nonetheless, our results could be strengthened by consequently isolating each individual system components and look at its effect.

Firstly, manually setting camera sensitivity and shutter time needs experience and knowledge of the camera system. It gives imagery with high contrast, though it introduces a chance of saturation. If one wants to stay on the save side, an automatic setting should be chosen, however this does influence the contrast.

Concerning flight speed and elevation, this size of the site in respect to resolution seems to be close to the system’s tipping point. For mapping of areas of several hectares, a fixed-wing platform seems to be more effective than a multi-rotor platform. It can acquire imagery with ultra high resolution, with a similar amount of blur as the multi-rotor. On the other hand, if a higher resolution is needed, the multi-rotor can be more suited for this task. Furthermore, the acquisition of long stretched terrain is favoured over such small terrain, as the image taking of both systems are at a similar rate. This is due to the turning of the fixed-wing platform.

An investment in a better lens does seem to produce less distorted imagery and better estimation of its parameters. Nonetheless, as software transforms these images to grayscale, its improvement is immersed below the noise level. The effect of a collimator is not directly visible, thus might not be worth the calibration effort. The estimation of chromatic aberrations directly on the imagery seems possible. However, some improvements with respect to precision and robustness is possible and needed. For commercial easy to use software, there is a need for (co-)variance indication. This is of great help for interpretation of the results from the integrated estimation of internal and external orientation. This is in line with (Chandler et al., 2005), how proposes to drop precision and robustness is possible and needed. For commercial easy to use software, there is a need for (co-)variance indication. This is of great help for interpretation of the results from the integrated estimation of internal and external orientation. This is in line with (Chandler et al., 2005), how proposes to drop.
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