A HIGH-PERFORMANCE METHOD FOR SIMULATING SURFACE RAINFALL-RUNOFF DYNAMICS USING PARTICLE SYSTEM
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ABSTRACT:

The simulation of rainfall-runoff process is essential for disaster emergency and sustainable development. One common disadvantage of the existing conceptual hydrological models is that they are highly dependent upon specific spatial-temporal contexts. Meanwhile, due to the inter-dependence of adjacent flow paths, it is still difficult for the RS or GIS supported distributed hydrological models to achieve high-performance application in real world applications. As an attempt to improve the performance efficiencies of those models, this study presents a high-performance rainfall-runoff simulating framework based on the flow path network and a separate particle system. The vector-based flow path lines are topologically linked to constrain the movements of independent rain drop particles. A separate particle system, representing surface runoff, is involved to model the precipitation process and simulate surface flow dynamics. The trajectory of each particle is constrained by the flow path network and can be tracked by concurrent processors in a parallel cluster system. The result of speedup experiment shows that the proposed framework can significantly improve the simulating performance just by adding independent processors. By separating the catchment elements and the accumulated water, this study provides an extensible solution for improving the existing distributed hydrological models. Further, a parallel modeling and simulating platform needs to be developed and validate to be applied in monitoring real world hydrologic processes.

1. INTRODUCTION

Surface runoff, also known as overland flow, is one of most important hydrologic processes in water resource management and studies. Rainfall-runoff simulation is an important technique for detecting and quantifying surface runoff dynamics during the hydrologic processes. The rainfall-runoff simulating models are essential for risk prediction, disaster warning, and sustainable development.

There are essentially two main methods to model and simulate the rainfall-runoff process, the empirically based models and the physically based models. The former, the conceptual or the theoretical hydrological model, also known as the so-called “black-box”, uses recorded data to predict surface runoff based on mathematical models such as regression analysis, support vector machine (SVM) (Lin et al., 2006), artificial neural network (ANN) (Wu et al., 2009), adaptive network-based fuzzy inference systems (ANFIS) (Talei et al., 2010) and particle swarm optimization (PSO) algorithm (Chou, 2012). However, the runoff dynamics are susceptible to many parameters such as hydrologic, geologic and topographic factors (Li et al., 2014), the applications of these models are hampered by calibration and adaptable adjustment. The latter, the distributed hydrological model, increasingly supported by geographical information system (GIS) and remote sensing (RS) technology, tries to model the physical movements of water based on structured surface elements. These structured surface elements are created from cell or TIN based digital elevation model (DEM), such as the topography-based hydrological model (TOPMODEL), the System Hydrologic European (SHE) model, and the soil and water assessment tool (SWAT) (Chen et al., 2014). The GIS-supported simulating methods can provide physically dynamic results and adapt to various spatial scales. However, it is still difficult for these raster or vector based models to achieve high simulating efficiency. One important reason is the inter-dependence when iteratively accumulating the surface flows for these linked surface elements.

Chen et al. (2014) point out that the performance efficiencies of existing facet-based methods, whether cell-based or TIN-based, are still inadequate for real-time modeling and simulating in real world. Therefore, this study proposes a high-performance rainfall-runoff simulation framework based on the vector-based flow path network and a separate particle system. Based on the raster DEM data, significant topographic feature points and main streamlines can be extracted by CPE method (Zhou and Chen, 2011), and then these terrain points and hard lines can be used to create a drainage-constrained TIN (Chen et al., 2014). A set of source points are randomly selected for modeling raindrop sites, and the corresponding flow paths can be traced along the steepest-descent direction over the TIN surface. The trajectory of each particle is constrained by this flow path network and can be tracked by the cluster system of processors in parallel. A rainfall event is simulated by pouring raindrops to different source point sites, and the surface flow dynamics can be simulated by the movements of the independent particles. Experiments are conducted to assess and validate the computing ability of the particle system constrained by the topological flow path network.

Hence, this study aims to explore a parallel simulating framework for real-time monitoring. At present, however, very limited
experiments are conducted to preliminarily validate the parallel performance efficiency, and further study may focus on developing such a high-performance simulating platform for real world applications.

2. RELATED WORK

Rainfall-runoff is an important hydrologic process in the water cycle. The rainfall-runoff simulation models can quantitatively estimate the surface runoff dynamics during the hydrologic processes.

Previous studies have focused more on conceptually quantifying daily or annual flow accumulation for the entire research region, but less on physically capturing the spatial or temporal variations in hydrological processes. As shown in Table 1, the existing rainfall-runoff models can be categorized into two types: namely the empirically based conceptual models (the so-called “black-box”) and the physically based distributed models. By regarding rainfall-runoff process as a simple input-output system, the empirical models estimate the daily or annual surface flow accumulations according to their empirical relationships with the recorded precipitation data. Correspondingly, the physical models, especially the GIS-supported triangle facet network model, can better describe the spatial and temporal variabilities of the hydrological processes. Based on the surface catchment elements, the gird cells, or the flow path lines, these physically based models can provide physically dynamic results and adapt to various spatial scales. However, it is still difficult for these cell or vector based models to achieve high-performance simulation of rainfall-runoff dynamics over large research areas. The main reason is the inter-dependence of flow accumulation on the linked catchment elements during the hydrological processes.

Table 1: The two main kinds of surface runoff models.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Description</th>
<th>Author(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCS</td>
<td>soil conservation</td>
<td>(USDA, 1972)</td>
</tr>
<tr>
<td>CREAMS</td>
<td>runoff and erosion</td>
<td>(Knisel, 1980)</td>
</tr>
<tr>
<td>VIC-2L</td>
<td>variable infiltration</td>
<td>(Abdulla et al., 1997)</td>
</tr>
<tr>
<td>SVM</td>
<td>support vector</td>
<td>(Lin et al., 2006)</td>
</tr>
<tr>
<td>ANN</td>
<td>neural network</td>
<td>(Wu et al., 2009)</td>
</tr>
<tr>
<td>ANFIS</td>
<td>adaptive network</td>
<td>(Talei et al., 2010)</td>
</tr>
<tr>
<td>PSO</td>
<td>particle swarm</td>
<td>(Chou, 2012)</td>
</tr>
<tr>
<td>TOPMODEL</td>
<td>topography-based</td>
<td>(Beven et al., 1979)</td>
</tr>
<tr>
<td>SHE</td>
<td>European distributed</td>
<td>(Abbott et al., 1986)</td>
</tr>
<tr>
<td>Form</td>
<td>topographic form</td>
<td>(Pilesjö et al., 1998)</td>
</tr>
<tr>
<td>SWAT</td>
<td>soil and water</td>
<td>(USDA, 1994)</td>
</tr>
<tr>
<td>HIMS</td>
<td>hydro-informative</td>
<td>(Liu et al., 2008)</td>
</tr>
<tr>
<td>TFN</td>
<td>triangulated facet</td>
<td>(Zhou et al., 2011)</td>
</tr>
<tr>
<td>RunCA</td>
<td>cellular automata</td>
<td>(Shao et al., 2015)</td>
</tr>
</tbody>
</table>

3. METHODOLOGY

To achieve high-performance simulation efficiency for further development and application, the parallel computing techniques are involved to solve computing tasks by a cluster system of processors concurrently. The TIN-based flow path network model is different from the above cell-based models, it can provide a one dimensional representation for the land surface that adapt to various spatial scales. As constrained by the topologically linked flow path lines, an independent particle system can be used to represent rain drops, while the movements of these particles can model and simulate the rainfall-runoff process in parallel.

The methodology adopted for the simulating framework can be conducted in two major steps (Figure 1):

(1) Serial processes.
   a. Constructing the scale-adaptive DEM from raster DEM;
   b. Creating drainage-constrained TIN at the selected scale;
   c. Tracing flow paths from random source points over the TIN surface.

(2) Parallel framework.
   a. Topologically linking the flow path nodes and lines, calculating the velocities for each flow line;
   b. Let the independent particles move along with the flow path network;
   c. Tracking and counting the moving water particles for selected regions.

3.1 Serial Processes

For surface rainfall-runoff dynamics modeling and simulating, the hydrological variables such as slope, aspect and drainage network may subsequently change with the spatial scale of land surface representations. To ensure consistency and quality of the drainage network which must be adaptive to a given scale, the scale-adaptive DEM (S-DEM) is involved to support a scale-adaptive TIN to match the demand from surface flow simulation at any coarser scale (Chen and Zhou, 2013).

As shown in Figure 1, based on the given scale, the S-DEM is created by significant terrain points and streamlines extracted...
from raster DEM, the D8 algorithm and the Douglas-Peucker algorithm are used to extracting the significant points and the main streamlines (O’Callaghan and Mark, 1984; Douglas and Peucker, 1973). The CPE method is used to integrate the D8 significant points, the maximum z-tolerance points and the D8 main streamlines for supporting the consistency and quality of the S-DEM structure (Zhou and Chen, 2011). Then the S-DEM elevation points at the given scale and the main streamlines are combined to create the drainage-constrained TIN (Chen et al., 2014). Besides, a fishnet grid is created independently and the source points are randomly sampled from each grid cell. According to the steepest-descent rules, the flow path lines can be tracked from each source points to its target catchment area.

3.2 Parallel Framework

Based on the flow path network model, as shown in Figure 2, the source points and the flow path lines can be linked according to the topological tables. The node table recorded all the path nodes, and the source points are labeled. The flow paths are split into two-node lines, which are recorded and linked by the start node and end node in the line table. Besides, the flow velocity for each line can be calculated according to the Mannings’s Equation, which is one of the most commonly used equations for open channel flow.

\[ V(t) = V_{Li}(t) \quad (1) \]
\[ L_i(t + \Delta t) = f(L_i(t), \Delta t, FPN) \quad (2) \]
\[ V_i(t + \Delta t) = V_{Li}(t+\Delta t) \quad (3) \]

where

- \( i \) = any selected moving particle \\
- \( t \), \( \Delta t \) = any given time point and a time interval \\
- \( V_i(t) \) = the moving velocity of particle \( i \) at time \( t \) \\
- \( L_i(t) \) = the adhering flow line of particle \( i \) at time \( t \) \\
- \( V_{Li} \) = the flow velocity of flow line \( L_i \)

Hence, the trajectory of each particle relies only on the source point, form which the specific flow path and velocity can be determined. As constrained by the topologically linked network, the independent movements can be tracked in parallel, therefore, this particle system can provide the potential for high-performance modeling and simulating.

4. EXPERIMENTS AND DISCUSSIONS

At present, only some limited experiments are conducted to explore and validate the computing ability of this parallel framework. As shown in Figure 3, the particle system is parallelized for computing tests. For each core of each processor in the cluster system, the entire flow path network is loaded for constraining moving routes. For particle system, rain drops are assigned to different source points at different rates for representing surface flow dynamics.

The message passing interface (MPI) is the most widely used standard that can be used to exchange data between processes and processor units (http://www.mpi-forum.org). Based on the MPICH framework, a high-performance and widely portable implementation of the MPI standard (https://www.mpich.org), we preliminarily tested the influences of the computing object number and the processing unit number on the computing time.

In the particle test, an increasing number of rain drop particles are iteratively tracked with a certain number (e.g., 4 cores) of cluster CPU cores. It aims to test the influence of computing object quantity on computing time. Likewise, in the processor test, a fixed number (e.g., 10,000 particles) of rain drop particles are iteratively tracked by an increasing number of CPU cores. It can test the influence of processing unit size on performance efficiency. As shown by Figure 4 (a), apparently, the computing time increases almost linearly as the number of rain drop particles increases. For each iteration, when the particle number increases from 10,000 to 150,000, the computing time is also about 10 times longer.
Since the rainfall particles are independent and calculated with a time complexity of $O(n)$, which could explain the linear relationships between the computing time and the raindrop number. Besides, as shown in Figure 4 (b), when the particles remain the same, and the number of CPU cores increases from 1 to 10, the computing time declines approximately exponentially. That is, the increasing communication cost between more and more processors influences the speedup rate of the cluster system. In summary, the computing time can be effectively shorten by adding processing units to the cluster system, hence the proposed parallel framework can provide the potential for high-performance modeling and simulating rainfall-runoff dynamics in real world applications.

5. CONCLUSIONS

This study preliminarily explored a parallel framework for high-performance simulating surface rainfall-runoff dynamics over large areas with the assistance of the scale-adaptive flow path network and an independent particle system. Constrained by the topologically linked flow path lines, the movements of independent particles can represent the overland surface flow dynamics. By involving the separate particle system, the surface runoff dynamics can be independently simulated on a parallel cluster system. Though lots of real-world validation experiments are in progress, the results of the linear speedup experiments indicate that this parallel framework can effectively reduce the processing time and improve the performance efficiency by physically increasing the number of processors. Therefore, the combination of the vector flow path network and the parallelizable particle system is capable of providing real-time surface flow dynamics in large regions.
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